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Pole Assignment
In the previous chapter, we examined PID control.
However, the tuning methods we used were essentially
ad-hoc.  Here we begin to look at more formal methods
for control system design.  In particular, we examine
the following key synthesis question:

Given a model, can one systematically synthesize
a controller such that the closed loop poles are
in predefined locations?

This chapter will show that this is indeed possible. We
call this pole assignment, which is a fundamental idea
in control synthesis.
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Polynomial Approach

In the nominal control loop, let the controller and
nominal model transfer functions be respectively given
by:

with

C(s) =
P (s)
L(s)

Go(s) =
Bo(s)
Ao(s)

P (s) = pnpsnp + pnp−1s
np−1 + . . . + p0

L(s) = lnl
snl + lnl−1s

nl−1 + . . . + l0

Bo(s) = bn−1s
n−1 + bn−2s

n−2 + . . . + b0

Ao(s) = ansn + an−1s
n−1 + . . . + a0
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Consider now a desired closed loop polynomial
given by

Acl(s) = ac
nc

snc + ac
nc−1s

nc−1 + . . . + ac
0
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Goal

Our objective here will be to see if, for given values
of  B0  and  A0,  P  and  L  can be designed so that the
closed loop characteristic polynomial is Acl(s).

We will see that, under quite general conditions, this
is indeed possible.

Before delving into the general theory, we first
examine a simple problem to illustrate the ideas.
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Example 7.1
Let G0(s) = B0(s)/A0(s) be the nominal model of a plant
with A0(s) = s2 + 3s + 2, B0(s) = 1 and consider a
controller of the form:

We see that the closed loop characteristic polynomial
satisfies:

 A0(s)L(s) + B0(s)P(s) = (s2 + 3s + 2) (l1s + l0) + (p1s +p0)

Say that we would like this to be equal to a polynomial
s3 + 3s2 + 3s + 1, then equating coefficients gives:

C(s) =
P (s)
L(s)

; P (s) = p1s + p0; L(s) = l1s + l0
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It is readily verified that the  4 × 4  matrix above is
nonsingular, meaning that we can solve for l1, l0, p1
and p0 leading to l1 = 1, l0 = 0, p1 = 1  and  p0 = 1.
Hence the desired characteristic polynomial is
achieved using the controller  C(s) = (s + 1)/s.

∇∇∇
We next turn to the general case.  We first note the
following mathematical result.




1 0 0 0
3 1 0 0
2 3 1 0
0 2 0 1







l1
l0
p1

p0


 =




1
3
3
1
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Sylvester’s Theorem
Consider two polynomials

Together with the following eliminant matrix:

Then A(s) and B(s) are relatively prime (coprime) if
and only if  det(Me) ≠ 0.

A(s) = ansn + an−1s
n−1 + . . . + a0

B(s) = bnsn + bn−1s
n−1 + . . . + b0

Me =




an 0 · · · 0 bn 0 · · · 0
an−1 an · · · 0 bn−1 bn · · · 0

...
...

. . .
...

...
...

. . .
...

a0 a1 · · · an b0 b1 · · · bn

0 a0 · · · an−1 0 b0 · · · bn−1

...
...

. . .
...

...
...

. . .
...

0 0 · · · a0 0 0 · · · a0
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Application of Sylvester’s Theorem

We will next use the above theorem to show how
closed loop pole-assignment is possible for general
linear single-input single-output systems.
In particular, we have the following result:
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Lemma 7.1:  (SISO pole placement.  Polynomial
approach).  Consider a one d.o.f. feedback loop with
controller and plant nominal model given by (7.2.2) to
(7.2.6).  Assume that  B0(s) and A0(s) are relatively
prime (coprime), i.e. they have no common factors.
Let  Acl(s) be an arbitrary polynomial of degree  nc =
2n - 1.  Then there exist polynomials P(s) and L(s),
with degrees np = nl = n - 1 such that

Ao(s)L(s) + Bo(s)P (s) = Acl(s)
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The above result shows that, in very general
situations, pole assignment can be achieved.
We next study some special cases where additional
constraints are placed on the solutions obtained.
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Constraining the Solution

Forcing integration in the loop:  A standard
requirement in control system design is that, in
steady state, the nominal control loop should yield
zero tracking error due to D.C. components in either
the reference, input disturbance or output
disturbance.  For this to be achieved, a necessary and
sufficient condition is that the nominal loop be
internally stable and that the controller have, at least,
one pole at the origin.  This will render the
appropriate sensitivity functions zero at zero
frequency.
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To achieve this we choose

The closed loop equation can then be rewritten as

L(s) = sL̄(s)

Āo(s)L̄(s) + Bo(s)P (s) = Acl(s) with Āo(s)
�
= sAo(s)
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PI and PID Synthesis Revisited
using Pole Assignment

The reader will recall that PI and PID controller
synthesis using classical methods were reviewed in
Chapter 6.  In this section we place these results in a
more modern setting by discussing the synthesis of
PI and PID controllers based on pole assignment
techniques.

We begin by noting that any controller of the form

is identical to the PID controller, where

C(s) =
n2s

2 + n1s + no

d2s2 + d1s
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Kp =
n1d1 − nod2

d2
1

KI =
no

d1

KD =
n2d

2
1 − n1d1d2 + nod

2
2

d3
1

τD =
d2

d1

Hence all we need do to design a PID controller is to 
take a second order model of the plant and use pole 
assignment methods.
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Example

A plant has a nominal model given by

Synthesize a PID controller which yields a closed loop
with dynamics dominated by the factor  s2 + 4s + 9.

Go(s) =
2

(s + 1)(s + 2)
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Solution

The controller is synthesized by solving the pole
assignment equation, with the following quantities

Solving the pole assignment equation gives

We observe that C(s) is a PID controller with

Acl(s) = (s2 + 4s + 9)(s + 4)2; Bo(s) = 2; Ao(s) = s2 + 3s + 2

C(s) =
P (s)
sL̄(s)

=
14s2 + 59s + 72

s(s + 9)

Kp = 5.67; KI = 8; KD = 0.93; τD = 0.11
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Smith Predictor

Since time delays are very common in real world
control problems, it is important to examine if one
can improve on the performance achievable with a
simple PID controller.  This is specially important
when the delay dominates the response.

For the case of stable open loop plants, a useful
strategy is provided by the Smith predictor.  The
basic idea here is to build a parallel model which
cancels the delay, see figure 7.1.
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Figure 7.1:  Smith predictor structure
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Ḡo(s)

Plant

e−sτ Ḡo(s)
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We can then design the controller using a a pseudo
complementary sensitivity function,  Tzr(s), between
r and z which has no delay in the loop.  This would
be achieved, for example, via a standard PID block,
leading to:

In turn, this leads to a nominal complementary
sensitivity, between  r  and  y  of the form:

Tzr(s) =
Ḡo(s)C(s)

1 + Ḡo(s)C(s)

To(s) = e−sτTzr(s)
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Four observations are in order regarding this result:
(i) Although the scheme appears somewhat ad-hoc, it will be shown

in Chapter 15 that the architecture is inescapable in so far that it
is a member of the set of all possible stabilizing controllers for
the nominal system.

(ii) Provided           is simple (e.g. having no nonminimum phase
zero), then C(s) can be designed to yield Tzr(s) ≈1.  However, we
see that this leads to the ideal result  T0(s) = e-sτ.

(iii) There are significant robustness issues associated with this
architecture.  These will be discussed later.

(iv) One  cannot use the above architecture when the open loop plant
is unstable.  In the latter case, more sophisticated ideas are
necessary.

)(~
0 sG
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Summary

❖ This chapter addresses the question of synthesis and asks:
Given the model  G0(s) = B0(s)/A0(s), how can one synthesize
a controller, C(s) = P(s)/L(s) such that the closed loop has a
particular property.

❖ Recall:
◆ the poles have a profound impact on the dynamics of a transfer

function;
◆ the poles of the four sensitivities governing the closed loop belong to

the same set, namely the roots of the characteristic equation  A0(s)L(s)
+ B0(s)P(s) = 0.
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❖ Therefore, a key synthesis question is:
Given a model, can one synthesize a controller such that
the closed loop poles (i.e. sensitivity poles) are in pre-
defined locations.

❖ Stated mathematically:
Given polynomials  A0(s), B0(s) (defining the model) and
given a polynomial Acl(s) (defining the desired location of
closed loop poles), is it possible to find polynomials  P(s)
and  L(s)  such that  A0(s)L(s) + B0(s)P(s) = Acl(s)?  This
chapter shows that this is indeed possible.
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❖ The equation A0(s)L(s) + B0(s)P(s) = Acl(s) is known as a
Diophantine equation.

❖ Controller synthesis by solving the Diophantine equation is
known as pole placement.  There are several efficient
algorithms as well as commercial software to do so

❖ Synthesis ensures that the emergent closed loop has
particular constructed properties (namely the desired closed
loop poles).

◆ However, the overall system performance is determined by a number
of further properties which are consequences of the constructed
property.

◆ The coupling of constructed and consequential properties generates
trade-offs.
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❖ Design is concerned with
◆ Efficient detecting if there is no solution that meets the design

specifications adequately and what the inhibiting factors are,
◆ Choosing the constructed properties such that, whenever possible,

the overall behavior emerging from the interacting constructed and
the consequential properties meets the design specifications
adequately.

❖ This is the topic of the next chapter.


