Chapter 21

Exploiting SISO Techniquesin
MIMO Control
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In the case of SISO control, we found that one could
use awide variety of synthesis methods. Some of
these carry over directly to the MIMO case. However,
there are several complexitiesthat arisein MIMO
Situations. For thisreason, it Is often desirable to use
synthesis procedures that are in some sense automated.
Thiswill be the subject of the next few chapters.
However, before we delve into the full complexity of
MIMO design, it is appropriate that we pause to see
when, if ever, SISO techniques can be applied to

MIMO problems directly.
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We will study

0 decentralized control as a mechanism for directly
exploiting SISO methods in aMIMO setting

0 robustness 1ssues assoclated with decentralized control.
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Completely Decentralized Control

Before we consider afully interacting multivariable
design, it is often useful to check on whether a
completely decentralized design can achieve the
desired performance objectives. When applicable,
the advantage of a completely decentralized
controller, compared to afull MIMO controller, is
that it Issimpler to understand, is easier to maintain,
and can be enhanced in a straightforward fashion (in

the case of a plant upgrade).
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Readers having previous exposure to practical control
will realize that a substantial proportion of real-world
systems will utilize decentralized architectures.

Thus, onelisled to ask the question, iIsthere ever a
situation in which decentralized control will not yield
a satisfactory solution? We will present several real-
world examples later in Chapter 22 that require

MIMO thinking to get a satisfactory solution. Asa
textbook example of where decentralized control can
break down, consider the following MIMO example.
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Example 21.1

Consider atwo-input, two-output plant having the
transfer function

=[G} L)

o 2 1o} k12
L) = 3T G0s) = 7

0 ko1 0 6
Gouls) = s2+2s+1 G22(9) s2+55+6
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L et us say that k,, and k,, depend on the operating
point (a common situation, in practice).

Operating point 1 (k;, = ky,; = 0)
Clearly, there is no interaction at this operating point.

Thus, we can safely design two SISO controllers. To
be specific, say we am for the following
complementary sensitivities:

9
s24+4s+9

Tol(S) = TOQ(S) =
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The corresponding controller transfer functions are
C,(s) and C,(s), where

~ 45(s* +3s5+2)

~ 1.5(s* +5s+6)
s(s+4) ’ Ca(s) =

Cils) s(s+4)

The two independent |oops perform as predicted by
the choice of complementary sensitivities.
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Operating point 2 (k;, = ky; =0.1)

We |leave the controller as previously designed for
operating point 1. We apply a unit step in the
reference for output 1 at t = 1 and a unit step in the
reference for output 2 at t = 10. The closed-loop
response is shown on the next dide. These results
would probably be considered very acceptable, even
though the effects of coupling are now evident in the
response.
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Figure 21.1: Effects of weak interaction in control loop
with S SO design
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Operating point 3 (k;, = -1, k,; =0.5)
With the same controllers and for the same test as
used at operating point 2, we obtain the results on the

next dide.

We see that a change in the reference in one loop
now affects the output in the other loop significantly.
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Figure 21.2: Effects of strong interaction in control
loops with S SO design
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Operating point 4 (k;, =-2, ky; =-1)
Now a simulation with the same reference signals
Indicates that the whole system becomes unstable.

We see that the original SISO design has become
unacceptable at this final operating point.
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Pairing of Inputs and Outputs

If one isto use a decentralized architecture, then one
needs to pair the inputs and outputs. In the case of
an m x m plant transfer function, there are m!
possible pairings. However, physical insight can
often be used to suggest sensible pairings.
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Relative Gain Array

One method that can be used to suggest pairingsis a
guantity known as the Relative Gain Array (RGA).
For a system with matrix transfer function G(s), the
RGA isdefined as amatrix A with the ijth element

Xij = [Go(0)]i;1Go 1 (0)]

where [G,(0)]; and [G,*(0)];; denote the ij™ element
of the plant d.c. gain and the it element of the inverse
of the d.c. gain matrix respectively.
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Note that [G,(0)];; correspondsto thed.c. gain from
the i input, u;, to the j™ output, y;, while the rest of
theinputs, y, for | {1, 2, ..., 1-1,1+1, ..., m} are
kept constant. Also [G,];; is the reciprocal of the
d.c. gain from the i" input, u;, to the j*" output, y;,
while therest of the outputs, y, for | ({1, 2, ..., -1,
J+1, ..., m} are kept constant. Thus, the parameter
Aj; provides an indication of how sensible it isto pair
the ith input with the jt output.
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One usually aimsto pick pairings such that the
diagonal entriesof A arelarge. Onealso triesto
avold pairings that result in negative diagonal entries
InA.
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Example

Consider again the system
i 2 k12 ]
_ | s2+3 2 1
Go(3> = |° N 2f + ¥ —(ij_
152 +2s+1 2+ 55+6.

The RGA Isthen

i 1 —ki2ko1 T
|1 —=kiokor 1 —kiokoy
A= 12% 1
L1 — kioko1 1 — K12kos -



Chapter 21 © Goodwin, Graebe, Salgado , Prentice Hall 2000

For 1>k, >0, 1> k,, >0, the RGA suggeststhe
pairing (U, 1), (U,, ¥,). Werecall from our earlier
study of this example that this pairing worked very

well for k;, = k,, = 0.1 and quite acceptably for
Ko = -1, kyy = 0.5. Inthelatter case, the RGA Is

112 1
A=3 o
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However, for k;, = -2, k,; = -1 we found that the
centralized controller based on the pairing (uy, Y,),
(U,, ¥,) was actually unstable. The corresponding
RGA Inthiscaselis

A

which indicates that we probably should have
changed to the pairing (uy, ¥»), (Us, V;).
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Example 21.3

Quadruple-tank appar atus.

Consider the quadruple-tank apparatus shown on the
next two slides.



Chapter 21 © Goodwin, Graebe, Salgado , Prentice Hall 2000




Chapter 21 © Goodwin, Graebe, Salgado , Prentice Hall 2000

R

Pump 1 Pump 2
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We recall from Chapter 20 that this system has an
approximate transfer function,

37’}/1 37(1 — ’)/2)
_ 62s + 1 (23s +1)(62s + 1)
G)=1  47(1-~) 4.7
| (305 4+1)(90s + 1) 90s + 1

The RGA for thissystem s

A I—A N2
A—L_)\ )\] where )\ =
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For 1< ), + ), < 2, werecall from Chapter 20 that the
system is of minimum phase. If wetake, for
example, J; = 0.7 and ), = 0.6, then the RGA Is

1.4 —0.4
A_[—OA 1.4]

This suggests that we can pair (uy, y;) and (U,, Y).
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Because the system is of minimum phase, the design

of adecentralized controller isrelatively easy in this
case. For example, the following decentralized
controller gives the results shown on the next dlide

Ci(s) = 3 (1 + 11@) L Oals) =27 (1 + QLOJ
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Figure 21.3: Decentralized control of a minimum-
phase four-tank system

Plant outputs and ref.

N

=
6]
T

=
T

o
2]

o

I
o
2,

r,

y, ()

r,0

Y, ()

I
50

I
100

Il
150
Time [s]

I
200

I
250

300



Chapter 21 © Goodwin, Graebe, Salgado , Prentice Hall 2000

ForO< y; + )5 <1, werecall from Chapter 20 that the
system is nonminimum phase. |f we take, for example
y; = 0.43 and y, = 0.34, then the system hasa NMP
zero at s= 0.0229, and the relative gain array becomes

—0.64 1.64
A= [ 1.64 —0.64]
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This suggests that (y;, y,) should be commuted for
the purposes of decentralized control,. Thisis

physically reasonable, given the flow patterns
produced in thiscase. Thisleadsto anew RGA of

1.64 —0.64
A_[—O.64 1.64]
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Note, however, that control will still be much harder
than in the minimum-phase case. For example, the
following decentralized controllers give the results

shown on the next dide.

Ci(s) = 0.5 (1 + 3_(1)3) : Ca(s) =0.3 (1 + 5_(1)3)
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Figure 21.4: Decentralized control of a nonminimum-
phase four-tank system
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Robustness | ssues in Decentralized
Control

One way to carry out a decentralized control design
IS to use adiagonal nominal model. The off-diagonal
terms then represent under-modelling, in the
terminology of Chapter 3.
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Thus, say we have a model G(s), then the nominal
model for decentralized control could be chosen as

~ GY(s) =diag{g}y, .-, g0 (5)}
and the additive model error would be

~ Ge(s) = Gols) — G5(s); Gai(s) = Ge(s)[G5(s)] ™"
With this as a background, we can employ the robustness
checks described in Chapter 20. Werecall that a

sufficient condition for robust stability is

0 (Gal(jw)To(jw)) < 1 Yw e R
where 0 (G, (Jw) T, (jw)) isthe maximum singular
valueof G, (jw)T, (jw).
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Example

Consider again the system
- by -
_ | s2+3 2 1
GO(S) T 57 2f+ S_f'j_
152 4+2s+1 s24+5s5+6.
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In this case, the various matrices arising in the
centralized design are

_ 5 i
0
9 1 0 d 2
T, (s) = e _ | s +3s5s+2
() s2+4s+9 [O 1] o(s) 0 6
_ 52 + 55 + 6
i k12 7 I ki2(s? 4+ 55+ 6) ]
. s+ 1 ! 6(s+1)
G.(s) = o Gai(s) =
21 0 kgl(s -+ 2) 0
|52+ 25+ 1 _ | 2(s+1) ]
i 0 3]‘612(82 + 5s + 6)
2 1)(s2+4s+9
Ga1(s)To(s) = Oheys (5 2) (s+1)(s* +4s+9)
0
G+ 1)(s? + 45 1 9) _
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The singular values, in this case, are smply the
magnitudes of the two off-diagonal elements. These

are plotted on the next dlide for normalized values
Kip = Ky = 1.
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Figure 21.5: Singular Values of G,,(Jaw) T ,(J w)
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We see that a sufficient condition for robust stability
of the decentralized control, with the pairing (uy, y;),
(U, Vs), Isthat [k;,| <1 and |k, | < 1. Observe that
thisis conservative, but consistent with the
performance results presented earlier.
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Example

Consider aMIMOQO system with

1 10s4+1 7 -]
+ 1 0'25( +1)(s + 2) 0
S S S
G(S) = 10s + 1 2 ; GO(S) — s+ 2
0.25 0
i (s+1)(s+ 2) s+ 2 i i s+ 2

We first observe that the RGA for the nominal model
G,(s) Isgiven by

~ [1.0159  —0.0159

A= —0.0159  1.0159
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Thisvalue of the RGA might lead to the hypothesis
that a correct pairing of inputs and outputs has been
made and that the interaction is weak. We thus
proceed to do a decentralized design leading to a
diagonal controller C(s) to achieve a complementary
sensitivity T (s), where

9(s+1) 0
_ ) 1 0], _ | s(s+4)
Tols) = s2 +4s+9 [0 1]’ Cls)= 0 9(s + 2)
2s(s+4)
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However, this controller, when applied to control the
full plant G(s), leads to closed-loop poles located at
-6.00, -2.49 + j4.69, 0.23 £ 1.36, and -0.50 - an
unstable closed loop !

The lack of robustness in this example can be traced
to the fact that the required closed-loop bandwidth
Includes a frequency range where the off-diagonal
frequency response is significant.
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Feedforward Action in Decentralized
Control

Although it usually will not aid robust stability, the
performance of decentralized controllersis often
significantly enhanced by the judicious choice of
feedforward action to reduce coupling. Consider, for
example, the output response at port #1, I.e.

Yi(s) = Gii(s)Ui(s) + Z G1;(8)U;(s)

and, for simplicity, we consider only the effect of the jt
loop on the it loop. We can then apply the feedforward

Ideas developed in Chapter 10 to obtain the architecture
shown on the next slide.
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Figure 21.6: Feedforward action in decentralized control
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”””””””””” Giff(s) “‘l ( )
1 Gij(s)
o fv“Jr Gii(s) = é+ e
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The feedforward gain G/ (s) should be chosen in such
away that the coupling from the j*" [oop to the it [oop is
compensated in a particular, problem-dependent
frequency band [0 wy] - 1.€.

G%c(jw)Gm’(jw) + Gij(jw) = 0 Vw € [0 wyry]
This can aso be written as

GF1(jw) = —[Gu(jw)] 'Giy(jw)  Yw € [0 wyyl
from which we observe the necessity to build an inverse.

Hence all of the issues associated with building inverses
discussed in earlier chapters arise again.
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Example 21.6

Consider again the system
i 2 k12 ]
Go(s) = | HE+2 ]
152 4+25+1 24+ 55+6.

with k;, = -1 and k,; = 0.5. Werecall the results
presented earlier for this case.
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We see that there is little coupling from the first to the
second |loop, but relatively strong coupling from the
second to thefirst loop. This suggests that
feedforward from the second input to the first loop
may be beneficial. Toillustrate, we choose G/ (s) to
completely compensate the coupling at d.c., i.e. G ()
is chosen to be a constant G (s) =a, satisfying

CVG11(O) = —G12(0) — 0 =



Chapter 21 © Goodwin, Graebe, Salgado , Prentice Hall 2000

The resulting modified MIMO system can be seen to
be modeled by

B Ui(s)| L1 (U{(S)| _ s gy |Ui(s)
Y(S) — GO(S) [UQ(S)] — GO(S) [O 1] [UQ(S)] — GO(S) [UQ(S)]
where
2 —S
Go(s) = | * st 6.5§g i ?i.‘ési 9
1 s24+2s+1 (s2+2s+1)(s?+5s+6)
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The RGA isnow A =diag(1, 1) and when we
redesign the decentralized controller, we obtain the
results presented on the next slide.
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Figure 21.7: Performance of a MIMO decentralized
control loop with interaction feedforward
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The above examples indicate that alittle coupling
Introduced into the controller can be quite helpful.
This, however, raises the question of how we can
systematically design coupled controllers that
rigoroudly take into account multivariable interaction.
This motivates us to study the latter topic, which will
be taken up in the next chapter. Before ending this
chapter, we investigate whether there exist ssmple
ways of converting an inherently MIMO problem to a
set of SISO problems.
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Converting MIMO problemsto
SISO Problems

Many MIMO problems can be modified so that
decentralized control becomes a more viable (or
attractive) option. For example, one can sometimes
use a precompensator to turn the resultant system into
amore nearly diagonal transfer function.
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To illustrate, say the nominal plant transfer function
ISG,(s). If weintroduce a precompensator P(s), then
the control loop appears as in the figure below.

Figure 21.8: Feedback control with plant
pPrecompensation
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The design of C(s) can then be based on the
equivalent plant.
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Several comments are in order regarding this strategy:

(1) A first attempt at designing P(s) might be to approximate
G, (91 insomeway. For example, one might use the d.c.
gain matrix G,(0)* as a precompensator, assuming this
exists.

(i1) If dynamic precompensators are used, then one needs to
check that no unstable pole-zero cancellations are
Introduced between the compensator and the original plant.

(111) Various measures of resultant interactions can be
Introduced. For example, the following terminology is
frequently employed in this context.
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Dynamically decoupled

Dynamically decoupled: Here, every output
depends on one and only one input. The transfer-
function matrix H(s) isdiagonal for all s. Inthis
case, the problem reduces to separate SISO control
loops.

Band-decoupled and statically decoupled systems:
When the transfer-function matrix H(j «) 1s diagonal
only in afinite frequency band, we say that the
system is decoupled in that band. In particular, we
will say, when H(O) isdiagonal, that the system is
statically decoupled.
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Triangularly coupled systems. A systemis
triangularly coupled when the inputs and outputs can
be ordered in such away that the transfer-function

matrix H(s) is either upper or lower triangular, for all
s. The coupling isthen hierarchical.
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Industrial Case Study
(Srip Flatnhess Control)

An an illustration of the use of simple
precompensators to convert aMIMO problem into
one in which SISO techniques can be employed, we
consider the problem of strip flatness control in
rolling mills. Actually, very similar issues arise in
many other problems including paper making and
plastic extrusion.

The next slide shows atypical rolling stand
configuration.
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Typical rolling stand configuration

o i

TERMIMATHON

STAND 2 = e - STAND 1
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What Is flathess in a Rolling Mill?

If rolling results in a nonuniform reduction of the
strip thickness across the strip width, then aresidual
stress will be created, and buckling of the final
product may occur. A practical difficulty isthat
flatness defects can be pulled out by the applied strip
tensions, so that they are not visible to the mill
operator. However, the buckling will become
apparent as the coil is unwound or after it isdlit or cut
to length in subsequent processing operations.



Chapter 21 © Goodwin, Graebe, Salgado , Prentice Hall 2000

Source of Flathess Problems

There are several sources of flathess problems, including
the following:

o roll thermal cambers

o Incoming fed disturbances (profile, hardness, thickness)

o transverse temperature gradients

- roll stack deflections

o Incorrect ground roll cambers

o roll wear

o Inappropriate mill setup (reduction, tension, force, roll
bending)

o lubrication effects.
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On the other hand, there are strong economic motives
to control strip flatness, including the following:

1 Improved yield of prime-quality strip

- Increased throughput, due to faster permissible
acceleration, reduced threading delay, and higher rolling
speed on shape-critical products

1 more efficient recovery and operation on such
downstream units as annealing and continUoUs-process
lines

1 reduced reprocessing of material on tension-leveling
lines or temper-rolling mills.
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Control Options

In this context, there are several control optionsto
achieve improved flathess. These include roll tilt,
roll bending, and cooling sprays. Thesetypically can
be separated by preprocessing the measured shape.
Here, we will focus on a particular aspect of the
cooling spray option. Note that flatness defects can
be measured across the strip by using a special
Instrument called a Shape Meter. A typical control
configuration is shown on the next slide.
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Figure 21.9: Typical flatness-control set-up for rolling
mill

L Shape and Temperature
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| Roll Bending Actuator
Roll Gap Position Actuator
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In this configuration, numerous cooling sprays are
located across the roll, and the flow through each
spray Is controlled by avalve. The cool water
sprayed onto the roll reduces the thermal expansion.
The interesting thing is that each spray affectsalarge
section of theroll, not just the section directly
beneath it. Thisleadsto an interactive MIMO
system, rather than a series of decoupled SISO
systems.
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The thermal properties of the roll can be modeled
using basic laws of physics. Thisleadsto apartial
differential equation, however, this can be discretized
to give afinite dimenional model. Such amodel can
then be used as a calibration model to test control
system design strategies.

The main components of the heat flow inside a
typical roll are shown on the next dide.
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|nternal roll heat flows
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For the purpose of control system design, it suffices
to use assmpler model. Such a model can be
developed by approximating the observed behavior
of the more complex calibration model. A key
feature of the observed behavior isthat asingle
cooling spray (one of the actuators) effects the radial
diameter of the roll and hence the measured strip
shape over aextended spatial area. Thisis
diagrammatically shown on the next slide.
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Effect of asingle spray on roll
diameter

Action of single spray
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Based on the above discussion, a ssimplified model
for this system (ignoring nonlinear heat-transfer
effects, etc.) isshown in the block diagram on the
next slide, where U denotes a vector of spray valve
positions and Y denotes the roll-thickness vector.
(The lines indicate vectors rather than single

signals).



Chapter 21 © Goodwin, Graebe, Salgado , Prentice Hall 2000

Figure 21.10: Smplified flatness-control feedback |oop

‘T— C(s) MTerl
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The sprays affect the roll in aroughly exponential
fashion as described by the matrix M:

1 a o .-

The parameter a representsthe level of interactivity
In the system and is determined by the number of
sprays present and how close together they are.



Chapter 21

© Goodwin, Graebe, Salgado , Prentice Hall 2000

An interesting thing about this simplified model is that
the interaction is captured totally by the d.c. gain
matrix M. This suggests that we could design an
approximate precompensator by simply inverting this

matrix. Thisleadsto
-1

—

1 — a?
—«

1 —a?
1+ o?

1 —a?

0

1 —a?

0

1+ o?

1 —a?

1 —a?
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Using this matrix to decouple the system has anice
physical interpretation. Namely, it amounts to turning
off surrounding sprays when a spray isturned on. This
makes sense physically since we are preventing the
spread of the cooling effect by use of adjacent sprays.
The essential 1dea of the decoupling control strategy is
shown on the next dlide.
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Pictorial representation of coordinated
use of sprays to decouple control action

___________

(i-1) spray (i+ 1) spray

S\

Nett shape
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In summary, we can (approximately) decouple the
system simply by multiplying the control vector by the
appropriate inverse. This set-up i1s shown in the block

diagram on the next dlide.
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Figure 21.11: Flatness control with precompensation

PI controller P(s)
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The nominal decoupled system then becomes simply

H (s) =diag .- With this new model, the controller
can be designed by using SISO methods. For example a
set of simple Pl controllers linking each shape meter with
the corresponding spray would seem to suffice. (We
assume that the shape meters measur e the shape of the

rolls perfectly).

Thisideaisroutinely used in this particular application

and leads to excellent results. (Of course, the practical

problem has many other features that we leave aside so
as not to distract from our key point here).
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Actually, control problems almost identical to the
above can be found in many alternative industrial
situations where there are longitudinal and traverse

effects. Examples are paper making and plastic
extrusion.
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Strip flatness systems of the type (briefly) described
here are available commercially. The following
slides have been made from pamphlets describing a
commercial system sold by Industrial Automation
Services Pty. Ltd.

www.Indauto.com.au
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IISTRIAL AUTOMATION SERVICES PTY. LTD
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If rodling results in a non-
wnifarm reduction of the sirip
thigkness across the slip
widih, then a residual siress
will be created and buckling of
the final product may eocur.

A practical diflicully is [hal
flainess defects can be “pulled
aut® by the applied strip
lengiong, S0 thal they are not
visitle ta the mill operator,
The buckling may become
apparent as the cail is wn-
wound ar aftes it is st or cut to
lengih in subsequent process-
ing operations. Culling the
ralled steip into multiple narrow
glrips permits the residual
langifudinagl siress (o be
ralievad and tha fracticnal
lengih sirains to be messurad
and cormserbed T T-unis; a
commonty accephed measurs
of anline flainess.

Anciher measure of flatness is “steepness” which iz the ratio of

peak-to-peak buckle ampliiuds io longitudinal buckle wavelengih,

aepregsed in peroent, The relationship betaeen the different
measuras of flatness can be represented graphically as a lunclion
of the wevelength.

Examples of the numerous
factors which cause flatness
problems:

= roll thermal cambers

sl

4L AMFLITUDE & = Sk &

o~
(e

2}

RELATIONSHIF BETWEEM SHAFE (| ), BUCKLE AMPLITUDE | A )
AND STEEPHESS | 5 ) FOR VARIQUS WAVELENGTHS (& )

0

o5 1D 20 < ¥} 4G 2l o T an = L]
SILPE (1) Burds

DEAT %

STIEPMESE 5 =

ingoming fead disturbances
{profile, hardness, thickness)

frargwarse bempeature
gradients

= roll stack deflections

= incorrect ground roll cambers

= roll wesr

= inappropagle mill sshp
{reguction, Tengion, Tome, i
bending]

= |ubrication afiects
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If you are a manufacturer of flat rolled metal products then there is likely
to be sound justification for installing a flatness control system on your

cold mill or temper mill.

Benefits a flatness automation
syslom can provide include;

v Iproved yield of prinme guality
shrip

v Statistically improved flatness
:hrnughnu: all produests I{:::ding
to increased market share in a
competitive environment.

s Coil periormance stalistics
available in graphical or
summary form for presentation
b Guslkamaens,

® Incregsed throughpul die 1o
faster parmissible accolaralion,
raduced threading delay and
higher rolling spesd on shapa
crifical products

IR W ENTHY  EXIT

WP GRADE PRDSAE EFAAY  TEWR

[P 2 (] e} TR 2 = L]
. 2 ] ] [ i} iF W L T S |
Y -
é [
GRE -
F s
s [
s o
WO e n ———
RACLL £ F L i o Tk R R
Fras - i — e
%IH.I? I?___'r'{ ]
W ROLL TEMP AT GOOLRHT PEMP A TR TELP 1

OPERATCHR INTERFACE DESFLAY

' T =
. Elo/m(E|=
CLESSITIER
o Lorgen Foded BEEM
Lo ]

hare efficiant recovery and
opergtion on downstream wnits
such as annealing and
CONDNUOUS process ines
Reduced raprocassing of
material on tension levelling
lines or temper ralling mills
Less scrapping of product and
hence mors raliabla, on-tims,
shipment of product

Faster detection and diagnosis
al flatness related problems due
to stalistical process control
reporting facilitias

Long termn siorage 2nd retrieval
af guality informalion o mest
statubory and chant
requiremenis

Reduced opsrator fatigus

Maore efective process
management
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STRIP FLATNESS
CONTROL SYSTEM

Where is the MAGIC in Flatness Control?

Supedicialty. many Hatness control systems appear similar, however a closer examination will often reveal
signilicant diflerences in concept and detaied implemantation. The MAGIC flatness
conkrol systerm was created wilh the obiective of achisving a consistenty high leve! of performance for any
combination of mill type, product range and cperating practios.

B Adaptive Setup: Actuainrs setup references for sach coil are W Feed-forward Control: This compensates for the sfect of
caigulated with models and take inte account cond torcs on sirip fatness by cpen loop rell
observed on pravicus colls by 1he application of adaplive, bending adjustments.
leaming algenthms.

W Localised Shape Error
Control: Shape arross remain-
ing after the asymematric and
symmetric conircls have

el their functions, may
be controlled (| a sultable
‘actuabor s availabie, This may
take the form of coolant
controls or mulliple backup roll
support bearings such as
MIPCO rolls on 4-high mills or
eccantric backup supports on
Sendzimir milis. Thermal
camber is controfed by adust

SHAPEMETER ML

‘Where possible, measured
temperatures or product depend-
Nt termpesalune profile medels
are used fo compensate 1o
iharmal @xpansions across ihe
sirip width,

B Asymmetric Control:
Asymmetric shape errors are
contealied by 2 combination of
diffesential roll banding and
rollgap adjustments. It is tailosed

o take account of particular mill ing cockant pressure and spray
characlensics such as screw patiems 1o ensure;

ulching, actutor wsponss compansation for Zone
times. and offset strip tracking. Interaction

adequate lubsication of all
zanes 1o prevent fricion
marks or “gity” sirip defects.
limitation of the number of

M single-sided Control: Fast,
single-sided contrl of localised
edige errors is achieved by a
combination of single-sided rod

bending and rofigag adusiment, nozzles switched

4 o simultangously to prevent
Symmetric Control: Sprematne SHCESSIVE Dressune
shape erions ane controied by variations

symmetric adjustment of the ol
bending forces, sida-shifting ralls
and, when required, roll foros,

accurate adge zone conirel
sompansaiicn for cold rolls
o dyramee optimigsion of
ﬁﬁ:?g&”m': = valve switchirg ko merease
All control systern gains which vaive lfe.

arg product or scheduls-depend- M Monitor S

ot Wi Giltuiaid withinthe: ~ <~ - TmromgpesmEssanssamaRoosne= Control: This co-ordinates
adaptive setup calculation thi variows cantrol functions
to masntain the most effective cperating conditions and

B Schedule Dependent Gains:

e o 0 e e e e

Non-interactive Control; % .
. HNIC design technigues are wed 1o decouple control loops pravert (R bndig strlin kg Gnicoapiskia ey
and prevant the operation of one oop interfening with anathes. controt asymmelry.
B Coolant Pressure Control: Adjusts tha coolant pump speed
W Actuator monitors: The dynamse responses of afl actuators or a control valve 1o achisve the desined pressure reference
an o dateet any and prevent spray control Ssturation,
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lmpact of MIMO Controller
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Summary

0 A fundamental decision in MIMO synthesis pertains to the
choice of decentralized versus full MIMQO control.

0 Completely decentralized control

1 Incompletely decentralized control, the MIMO system is
approximated as a set of independent SISO systems

1 To do so, multivariable interactions are thought of as disturbances;
thisis an approximation, because the interactions involve feedback,
whereas disturbance analysis actually presumes disturbances to be
Independent inputs.

o When applicable, the advantage of completely decentralized control
IS that one can apply the simpler SISO theory.
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o Applicability of this approximation depends on the neglected
Interaction dynamics, which can be viewed as modelilng errors,
robustness analysis can be applied to determine their impact.

1 Chances of success are increased by judicioudly pairing inputs and
outputs (for example, by using the Relative Gain Array, RGA) and
by using feedforward.

n Feedforward is often avery effective tool in MIMO problems.

1 Some MIMO problems can be better treated as SISO problemsif a
precompensator isfirst used.
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0 There are several ways to quantify interactionsin
multivariable systems, including their structure and their
strength.

1 Interactions can have a completely general structure (every input
potentially affects every output) or display particular patterns, such
astriangular or dominant diagonal; they can also display
frequency-dependent patterns, such as being statistically decoupled
or band-decoupled.

1 Thelower the strength of interaction, the more nearly a system
behaves like a set of independent systems that can be analyzed and
controlled separately.
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1 Weak coupling can be due to the nature of the interacting dynamics
or to a separation in frequency range or time scale.

1 The stronger is the interaction, the more important it becomes to
view the multi-input multi-output system and its interactions as a
whole.

1 Compared to the SISO techniques discussed so far, viewing the
MIMO systems and its interactions as a whole requires generalized
synthesis and design techniques and insight. These will be the
topics of the following two chapters.



